Language of Research
Key Vocabulary
Observation: receiving knowledge of the outside world through our senses, or recording information using scientific tools and instruments
Inference: An assumption that can be made about an observation
Testable Question: A question based on research and observations that can be tested with the scientific method/inquiry.
Hypothesis: An educated guess that answers the testable question. This can be supported or not supported by the data.
Prediction: If the hypothesis is supported, this would be the expected outcome of the experiment/investigation.
Probability: The likelihood that something will or will not occur.
Variable: Any factor that can be manipulated, controlled for, or measured in an experiment.
Independent Variable: The state, condition or experimental element that is controlled and manipulated by the experimenter. This would be the factor you are testing.
Dependent Variable: The state, condition or experimental element that is being measured by the experimenter.
Controlled Variable: The state, condition or experimental element that is controlled by the experimenter. This would be the factor you are making sure will not impact your investigation.
Experimental Group: Group that will have the influence of the Independent Variable.
Control Group: Group that is not under the influence of the Independent Variable. This is what you compare the Experimental Groups to in order to determine if the results are significant.
Data: A set of observations, traits, characteristics, attributes, elements or objects being studied,
Qualitative Data: Attributes that can be described as categories, but not measured. (Names, types, colors, etc)
Quantitative Data: Attributes that are measured and have meaningful numerical amounts. (Height, weight, age, number of… etc).
Repetition: Multiple sets of measurements are made during one scientific investigation. (Multiple trials)
Replication: When a scientific investigation is completed by another person.

Graphing Variables
X = the “cause”, independent variable, bottom axis in all graphs
Y = the “effect”, dependent variable, side axis in all graphs


Different Types of Scientific Investigations
	
	Case Study
	Observational Study
	Quasi-Experimental Study
	Experimental Study

	Sample Size
	1
	Small or Large
	Small or Large
	Small or Large

	Comparison
	No
	Yes
	Yes
	Yes

	Replication
	No
	Yes
	Yes
	Yes

	Treatment
	No
	No
	Yes
	Yes

	Control
	No
	No
	No
	Yes

	Pros or Advantages
	Allows the researcher to gather a lot of information about one person or one case.
	The simplest method of data collection. The observation method of data collection describes the observed phenomenon precisely and does not introduce any artificiality like other methods.
	Can be perfect to determine what is best for the population. Also known as external validity.
	The research design allows researchers to examine cause-and-effect relationships.

	Cons or Disadvantages
	The information gathered about one person, or a small group of people cannot readily be applied or generalized to other people or other cases in other situations or other settings and, therefore, may be of limited use.
	Everything is not observed. Observation is a prolonged and time-consuming method. The personal bias of the researchers affects their observation in many ways.
	It serves less internal validity than true experiments. It can allow the researcher’s personal bias to get involved. Human responses are difficult to measure, hence, there is a chance that the results are produced artificially.
	The results cannot always be generalized to the real world. This is because this kind of study lacks “real-world” authenticity; that is, what occurs in a controlled environment of a study may be very different from what might occur in a real-life setting, such as a typical classroom.





Different Types of Graphs
	Graph Type
	X Axis
Independent Variable
	Y Axis
Dependent Variable
	Advantages
	Disadvantages

	Bar Graph
	Qualitative
	Quantitative
	Summarizes a large amount of data in an understandable form.
Easily accessible to a wide audience.
	It does not reveal key assumptions like causes, effects, patterns, etc.
May require further explanation.

	Line Graph
	Quantitative
	Quantitative
	It helps in studying data trends over a period of time. They are easy to read and plot. Can represent multiple sets of data.
	It can only be used to visualize data over a short period of time. It is not convenient to plot when dealing with fractions and decimals.

	Plot Graph
	Qualitative
	Quantitative
	Displays frequency better than bar charts. They are usually very colorful and visually appealing.
	The data points clutter and become unreadable when dealing with large datasets. It is usually difficult to read frequency from the chart.

	Scatter Plot
	Quantitative
	Quantitative
	It clearly shows data spread. It is usually colorful and visually appealing
	It cannot give the exact extent of correlation. It can only be used to study the relationship between 2 variables.

	Pie Chart
	Shows Qualitative Data as a percentage
	Shows parts of a whole. Make it easy to see relationships between sections.
	Can get very confusing if there are too many slivers or slices.
They can be limited to what you can interpret from them.





Math and Statistics https://ecuip.lib.uchicago.edu/sciencefair/wizard/02_experimenting_07b_Using-Statistics-to-Analyze-Data.html 
Mean, median, and mode.
The average of the data is also called the mean. The average is the value you expect to get when performing a specific trial of an experiment. It is calculated by adding all of the numbers in the data set, then dividing the sum by the number of trials.
The median is a measure that is used to identify the value for which one-half (50%) of the observations will lie above that value and one-half will lie below.
The mode is the value which occurs most frequently in the sample.

Probability: Probability is the likelihood of a given event's occurrence, which is expressed as a number between 1 and 0.

T-test: The t-test is the most commonly used method to evaluate the differences in means between two groups.

Variance: Variance is a measure of how much the data set varies from the mean.

Range: The range of a data set is the difference between the highest and lowest values in the set.

Standard deviation: The standard deviation is a measure of the spread of your data. The steps for calculating the standard deviation are:
Compute the mean for the data set.
Compute the deviation by subtracting the mean from each value.
Square each individual deviation.
Add up the squared deviations.
Divide by one less than the sample size.
Take the square root.

Experimental error: Experimental error is the difference between the measured value and the actual or known value of measurement. There are two types of experimental error, random and systematic. 
All experiments have random errors because no measurement can be made with complete precision.  The best way to identify and measure random error is to repeat the measurements and/or the entire experiment to get a range of measurements and identify the mean.
Systematic errors appear as a bias, or tendency, of your data to cluster together.  In this case, repeated measurements give you the pretty much the same result rather than a range. This kind of error can be caused by instruments that need to be re-calibrated.
To calculate experimental error, subtract the actual or known value of something from the experimental value (the measurement you made). Divide this number by the actual value.
